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An Interview with Lotfi Merabet, OD, PhD, Neuroscientist, Optometrist and Clinical Researcher; Director, Laboratory for Neuroplasticity, Massachusetts Eye and Ear Infirmary, Boston, MA.

For individuals who are blind, navigation is a major challenge. “As sighted individuals we take for granted that we can see landmarks that are around us,” says Dr. Lotfi Merabet, who does triple duty as a neuroscientist, optometrist and clinical researcher at Harvard-affiliated Massachusetts Eye and Ear Infirmary in Boston. That includes, he continues, “the natural spatial relationship between objects in our environment as well as our relationship to those objects.” Individuals with visual impairments, he explains, “must use other sensory modalities to create those relationships in their mind. Hearing is a very powerful way to create those relationships.” Touch can also provide relevant information, he adds, “but touch is limited to the objects in one’s grasp.”

Proprioception – a process involving the sensory receptors found chiefly in muscles, tendons, joints and the inner ear, that detect the motion or position of the body – supports navigation, “but that’s an online updating system that doesn’t allow for planning for objects positioned in front of a person or obstacles yet to be encountered.” Audio, then, generates a very strong sensory input and it was thus to audio-based technologies that Dr. Merabet and his colleagues turned as they worked to understand and enhance navigation tools for those with blindness and visual impairments.

“Some of the most effective technology tools for the blind were developed by individuals who were not designing for the blind,” declares Dr. Merabet. “With a small tweak or a light modification, some non-specialized/consumer tech/instructional tools can be used
very effectively by individuals who are severely visually impaired...e.g. the success of the iPhone.

Neuroscience and Technology: An Interesting Link to London Cabbies

“The concept of navigation, of finding one’s way, has been a neuroscience question for a long time,” Dr. Merabet notes. As an illustrative anecdote, he cites The London Taxi Driver Study (http://www.ncbi.nlm.nih.gov/pubmed/17024677) conducted by British investigator Eleanor Maguire (https://iris.ucl.ac.uk/research/personal/index?upi=EMAGU26).

Unlike taxi drivers elsewhere in the world, London cabbies go through intense formal training – two years of learning how to navigate through London, a city whose spatial layout is complex. An aspect of this training, Dr. Merabet explains, is mental imagery. “A cabbie-in-training is told, ‘You’re to pick up a fare at Buckingham Palace. Close your eyes and explain how you will deliver that client to his/her destination at Trafalgar Square.’ The cabbie will then explain in detail how he will navigate his cab to the designated destination.”

For Maguire’s study London cabbies in training participated in a brain scan study as they drove through London, enabling the researchers to identify the parts of their brains utilized in navigation. What researchers found, Dr. Merabet reports, “is that the hippocampus – the part of the brain responsible for memory and way-finding -- was larger in the cabbies than in age-match controlled Londoners who traveled by bus daily.” The reason: bus passengers are more passive as travelers, less attentive to the intricacies of street navigation. “The longer a cabbie drives his taxi in London the larger the hippocampus becomes. That was the first piece of research that demonstrated that the brain is adapting for this purpose.”

After Dr. Merabet and Dr. Sanchez reviewed the London cabbie study they asked, ‘What about blind people? What parts of the brain do they use in navigating their environments?’ Their response to those questions was the genesis of their AbES – audio-based environment simulator – research.
The Flight Simulator Concept as an Audio Navigation Tool

As they pursued their AbES research, Dr. Merabet and his colleagues created an audio-based virtual environment to train navigation skills based on the flight simulator concept used in pilot training. Dr. Merabet explains the connection: “If there’s a new plane rolling out, if pilots will be landing at a new airport or using a different flight strategy, or if the goal is to learn how a pilot will react in various storm conditions, a controlled simulated environment is best – and safest.” In such an environment, Dr. Merabet says, “pilots can run through their paces and learn from their mistakes in a safe and controlled setting.”

Do the decision-making processes and skills learned in a simulated environment transfer to the real world? Yes, he responds, citing as an example a January 2009 aviation incident known as “The Miracle on the Hudson” in which US Airways Captain Sully Sullenberger, a former fighter pilot, successfully performed an emergency landing of his passenger jetliner in New York’s icy Hudson River. Captain Sullenberger, Dr. Merabet suggests, may have learned how to effectively respond to that emergency scenario in a flight simulator. “When the situation called for him to make such a landing, his mind was primed; he probably knew the procedures he needed to follow in order to perform his task effectively and appropriately rather than having to improvise in the moment and trust his first instincts.”

The situational knowledge and awareness as well as the contextual learning available in a controlled environment, Dr. Merabet points out, “are proven ways to prepare one’s mind not only to solve the problem at hand but to solve that problem in context. I can teach the procedures in a classroom but it’s very different if we go through those procedures in an environment that’s immersive, that’s very similar to the real-world environment. The more similar, the more immersive the environment, the more individuals are able to suspend their disbelief. When they suspend their disbelief and experience contextual learning, the more likely it is that they will consolidate that information and transfer it when called upon in a real-world setting.”
Creating a “Soundscape”

Dr. Merabet’s “soundscape” virtual audio environment enables blind individuals to build navigation skills in order to prepare themselves for navigation in the physical world. Traversing this simulated audio terrain – usually the interior of an existing building – requires a mental spatial map. Mental spatial maps can offer users several views, Dr. Merabet explains. “For example, a bird’s eye view provides an overhead perspective, while others may envision themselves walking at ground level.” There is no one-perspective-fits-all mental map, he cautions, because mental maps differ according to individual perspective.

Mental spatial maps are seeded by text-to-speech (TTS) technology in the form of spatialized sound and earcons – a play on “icon” – which emit an iconic sound indicating the presence of a nearby object, i.e. a knocking sound represents the presence of a door. Explains Dr Merabet, “If the door is on my right I hear that knocking sound in my right ear. If I turn and face the door I hear the knocking sound in both ears. If I now turn again to the right and the door is on my left I hear the knocking sound in my left ear.” The software keeps track of an individual’s orientation in the building “so that as he or she moves through the environment and these sounds and encounters are happening, they are occurring in a manner that allows individuals to identify objects in their environment and to localize those objects in space because they are utilizing their left and right ears to orient and spatially identify the location of the objects.”

Sounds produced by earcons, Dr. Merabet notes, represent objects that are somewhat naturalistic and are easy to comprehend and to remember. “Then we spatialize those sounds so that individuals can become oriented and retain a mental map to aid in the location of those sounds.” The mapping process, he continues, “is internally consistent, because as the virtual environment is navigated every sound is in perfect register. Individuals traversing this environment use a headset or speakers in order to produce a stereo mode of listening that takes advantage of the left and right channels to indicate object location.”
Hearing earcons when using a keyboard, Dr. Merabet insists, “is a simple process. The space bar indicates ‘take a step forward.’ The letters H and K, respectively, indicate ‘turn left’ and ‘turn right’. J is an action button. So, for example, if participants are positioned in front of a door and need to open it they press the J key. The F key is a ‘Where am I?’ key. Disoriented participants may press the F key at any time to obtain positional information.”

According to Dr. Merabet, the spatial mapping TTS technology is coded from scratch using the XNA platform. Developed by Microsoft and commercially available, XNA is a coding language employed by video game developers that is capable of reading a Wave file or an MP3 file. “If I enter a classroom, for example, the MP3 file is played; it’s a basic TTS system that’s combined with spatialized sounds.” For instance, in ascending a stairwell the sound pitch of each step becomes higher. In descent the pitch becomes sequentially lower.

The soundcape's software enables visually impaired individuals to interact with their audio virtual environment in the same way that pilots interact with a flight simulator. Explains Dr. Merabet, “If I was an instructor in a flight simulator I’d sit next to a pilot and tell him what I wanted him to do, to bank left, bank right or lower the landing gear, for example. That instruction is called directed navigation – and we duplicate it with our software. In other words, a blind individual can sit with a facilitator and via step-by-step directed navigational learning eventually come to understand the layout of a building.

“The blind individual hears, ‘I want you to take two steps forward, take two steps to your right and turn left. You’re now facing the bathroom. If you turn right, on the other side of the corridor is another office.’” In short, he continues, “the soundscape virtual environment method encourages the same didactic learning that a pilot experiences in a flight simulator, providing additional information to build on baseline knowledge, albeit regarding the layout of a building instead of flying a commercial airliner.”
Enter Gamers: ‘They Blast Through It!’

“There is a category of blind soundscape participants to whom O&M instructors and researchers teach nothing: gamers,” Dr. Merabet declares. “We tell gamers, ‘This is a game. Here are the rules. You are in a building. Jewels are hidden in this building. Your mission is to explore the building and locate the jewels, one by one. When you find each jewel you must bring it outside of the building before you search for the next one. You must be aware that the building contains roving monsters. If the monsters catch you with a jewel they take it from you and hide it at another location in the building. You must then re-explore the building to search for and extricate that jewel cache.”

In his current soundscape study at the Carroll Center for the Blind near Boston, which has tested over 30 participants during the past two years and is funded by the National Institutes of Health, Dr. Merabet says, “We’ve found that individuals who play this game are more proficient at learning spatial mapping on their own, without significant outside help. They implicitly build a cognitive spatial map in their minds through game-playing.” Returning to the analogy of a flight simulator, he adds, “If I place a gamer in a World War II fighter ace game but don’t directly teach him/her anything, except to say, ‘These are the plane’s controls’ and then place the gamer in a WWII fighter ace game scenario he/she will learn how to fly that plane, through trial and error, through contextual learning, through situational knowledge, through awareness, through the rapid response time requirements. Our research demonstrates that utilizing a gaming scenario enables participants to consolidate information faster. We see exactly the same result when there’s a navigational purpose.”

In his soundscape simulations and spatial map creation experiments, study participants range from ages 14 to 45 and are early- and late-blind for the purpose of strategy comparison. “We asked, ‘Does having previous sight versus none at all change the way that the mental map in their minds is formed?’” The researchers, he notes, learned quickly that “our younger population is very excited about the gaming concept and learning through gaming, compared to our older population. So we try to identify those individuals who appear to be more amenable to learning through the gaming strategy.” When Dr. Merabet initiated the use of simulated audio environments he presumed those studies would require weeks to complete because it was assumed that the participants’
keyboarding skills would be weak, an assumption that proved to be wrong. “More participants than we anticipated were not only adept keyboarders, they were also adept email and iPhone users who were accustomed to the iconic sounds on their iPhones. This is a natural language – and a natural interface -- for them. They blast through it!”

**AudioDoom Was the Prototype**

AudioDoom, an immersive audio game based on the popular video game, Doom, introduced Dr. Merabet to Dr. Sanchez’s early studies of virtual audio navigation skill-building environments for the blind.

“I was attending a U.S. Department of Veterans’ Affairs conference on virtual reality several years ago where a presenter explained the audio-based virtual environment concept. Virtual environments were a hot topic in the U.S. military then. The presenter - Dr. Jaime Sanchez, a professor of computer science at the University of Chile - pointed out that virtual environments did not necessarily have to be visual but could be adapted to other modalities. Dr. Sanchez wanted a way to engage blind children and help them become comfortable with keyboard use so that they could have a way to engage with their friends.

Dr. Sanchez’s students had heard about a popular video game called Doom from TV and they wanted to play too. Professor Sanchez and his group developed an audio version of Doom and dubbed it AudioDoom. “I was very impressed with their work,” recalls Dr. Merabet. “What intrigued me was that the students played the game on their own time. After they completed a level they were given Lego pieces. Each piece represented a door, the location of a monster or a dead end, for example. The children were able to build a one-to-one representation of the level they walked through. This was a hard demonstration that the mental map they were building was exact because their model, when compared it to the physical model, was a perfect representation.”

“I asked, ‘If they play and enjoy the gaming experience and their map is accurate, why not play the game in a location that actually exists?’ That’s when AudioDoom was transformed into an audio-based environment simulator (AbES) by assimilating its earcons and spatialized sound and basing the game on an open existing physical environment.” The transformation resulted in a mechanism that was more than a game; it became a rehabilitative and research tool. “AudioDoom was a game created for amusement, but
AbES depicted a real-world environment, which represented a step forward in terms of its simulation value.

AudioMetro, a navigation game based on the physical layout of the Santiago subway, was used to help individuals utilize the city’s underground metro system. Players state their destination and the subway stop where they wish to detrain, Dr. Merabet explains. “Then the software goes through an auditory simulation of what it’s like riding the subway; stops are announced and directions provided, taking players through the sequence that a metro passenger would normally experience. When players arrive at their designated metro station “they possess a mental plan that anticipates the sequence of stations to be encountered, knowing whether a transfer is necessary, where the journey ends and when detraining is called for.” As with his current AbES, Dr. Merabet explains, the objective is for gamers to attempt to transfer the skills learned in simulation into a real-world scenario.

Gamer Meets World: ‘Drop-Off’ Experiments

In O&M, Dr. Merabet says, “we refer to survey knowledge and route knowledge. We think that directed navigation provides route knowledge, which enables an individual to move from point A to point B and C to D. But if I ask an individual to move from point B to point C that individual lacks information – survey knowledge -- about how locations are connected. The advantage of learning through games is that gaming may facilitate the learning of survey knowledge, because players understand the fundamental links between all the rooms and all the paths in a building.”

Once gamers learn the spatial layout of the building represented in the AbES game they are physically delivered to the building and asked to find their way from room to room. Explains Dr. Merabet, “They are brought to a series of pre-determined start points and instructed to exit the building using the shortest path they can locate. From each start point, there are at least three possible paths than can be used to exit the building. We score the path chosen based on a predetermined score method – the shortest possible path is worth three points, the second shortest is two points, the longest path is assigned one point and an unsuccessful exit is awarded no points.

“As the participants were never trained on these paths, we hypothesize that the paths they choose will be a reflection of the way they were trained. Indeed, gamers tend to use the shortest path --as indicated by a higher average path score-- while directed
navigators tend to use longer paths corresponding to a route they may have already explicitly learned and as such show a lower path score. The interpretation is that gamers have survey knowledge and can interpolate the appropriate paths regardless of their point of departure. Directed navigators are limited to paths in which they were explicitly trained on reflecting route knowledge."

**Data Collection**

Dr. Merabet calls AbES a tractable testing platform to collect quantifiable metrics and monitor learning. “The software we use is designed to measure performance. For example, if I asked the individual to walk through a path virtually from one room to another, the path is recreated via an Excel file, which enables me to learn whether or not the individual succeeded. I’ll know how much time was required for that transit and what path the individual took. I can break down the path if the individual becomes disoriented and lost."

This method, he explains, “is a robust way to collect data about an individual and then use that data to track the individual’s progress in monitoring. I can look at pre- and post-AbES data after training. I can also look at a specific population. For instance, I can notice that in general men do better than women or vice versa. I can focus on early-blind versus late-blind. This mechanism allows for data capture that facilitates additional questions. Are the participants improving? Is one learning modality better than another? Is one floor more complicated than another? Do the participants struggle, and how much? This is an evidence-based approach that was not available to us with AudioDoom, which is why we decided to start from scratch and construct our own virtual audio gaming environment that included the features we needed.”

**The Future: Mapping Out an Entire Campus**

Dr. Merabet’s future projects will aim to counter the misconception among sighted people that individuals who are blind are devoid of a navigational sense. This misconception continues to exist, he says “because our mental maps are thought to be generated through sight and that if individuals lack sight then they cannot generate an accurate mental map.” In fact, he emphasizes, the challenges faced by blind people are less related to the absence of sight and more related to issues of accessibility. Technology may be very helpful in this regard. Therefore, high on Dr. Merabet’s priority list is a project
that will entail expanding AbES so that it is capable of mapping the entire campus of Newton's Carroll Center for the Blind.

“We can imagine a scenario in which we map out the campus and create a gaming metaphor in which players are required to enter one building to locate the key that gains entrance to the door of another building in which there is a map that allows players to enter a third building in which access codes for a fourth building are provided. “We can create this large-scale gaming metaphor to force gamers to interact with the whole campus. We can imagine putting that game on a CD, sending the CD to gamers at home who play the game on their own time. When they arrive at the Carroll Center where we do our work they already know the layout of the campus – without ever having set foot there. This makes use of AbES as a rehabilitative tool.”

Dr. Merabet also intends to use the AbES gaming feature as a way to improve the navigational skills of blind individuals who, for whatever reason, experience orientation difficulties. “This project will attempt to demonstrate that given the right learning context, the right motivation and the right information – not too much, not too little – individuals without sight possess the same navigational capabilities as people who are sighted. “

His future research will involve investigating other modalities as well, starting with touch. “We’re experimenting with the Nintendo Wii system. The auditory modality is very proficient in helping individuals become oriented to objects that are far away, not close up. Currently individuals have to encounter an object or a building feature in order to know that it is present. They must literally bump into a wall to know that a wall is there.” The tactile modality, however, “is effective in informing individuals about objects and features in one’s immediate vicinity. If I’m blind I can hit a wall with my cane before I physically touch the wall but I sense nothing beyond the cane’s reach. Our goal is to somehow marry the two to make for an even more effective immersive environment.”

Beyond Navigation and Wayfinding: Fantastic Voyage
Other projects on the horizon, he says, go beyond navigation and wayfinding. “There are projects that teach these strategies to benefit blind students studying anatomy and science. For instance, instead of navigating through a building we aim to navigate through the human body, similar to the journey depicted in the 1960s movie, Fantastic Voyage. Dr. Sanchez has created a prototype in conjunction with the Department of
Education in Chile in which blind students are learning biology and anatomy by navigating on a room-by-room basis -- the ‘rooms’ being the four chambers of the heart -- and travel through the circulatory system to enter the lungs, then through the mouth and into the digestive system. It’s the same virtual navigation strategy we’ve been using, but for different terrain, utilizing contextual information to learn the parts and functions of the anatomy and how they interact."

This project, he says, “is really about capturing spatial constructs and the spatial relationships between objects minus the benefit of sight. Navigational wayfinding is a natural solution to this, but I think we can go beyond that from an educational perspective as well. Take geometry, for instance. An anecdotal misconception exists which assumes that geometry cannot be taught to blind students because it’s too visual a concept. I don’t think that’s true. I think with the right context, the right accessibility tools, those same relationships can be taught for blind students as well. The question is, How can we take advantage of the tools we have in order to achieve that result?"

**Dovetailing Existing Technology**

As far as technology is concerned, he says, “from a software development and accessibility standpoint we are going to operate on the premise that remaining connected in a digital world requires interaction through a keyboard. We believe that this will continue to be a fact of life. The question then becomes, ‘Can software development enable us to dovetail existing technology for one’s purposes rather than inventing the technology de novo?’ When I presented this premise to my hospital’s ethics committee I was asked, ‘What happens should your study fail and you fail to prove your hypothesis?’ I replied, ‘At the end of the day, these visually impaired kids will be more comfortable using a computer. They’ll be able to interact socially with their friends. The kids can’t lose.’"

His current and future research, he concludes, remains dedicated to addressing the overarching question, ‘What exactly is the visual brain doing to benefit those who cannot see?’ “We don’t have the answer yet,” says Dr. Merabet. “Is it used when blind people are lost, when they find their way, when trying to decide? We haven’t yet been able to
disentangle this, but we do know that the visual brain is crucial in allowing a blind person to navigate even though he/she has never seen the physical environment they traverse.”