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For designers of utterance-based communication devices, conversational interaction is no longer a one-voice activity, declares University at Buffalo professor and AAC-RERC Partner Jeff Higginbotham. “In addition to adopting the right-tool-for-the-right-task concept,” he remarks, “we’re beginning to design devices that can be utilized by both partners in a communication activity.

Surprisingly, Dr. Higginbotham points out, “many device manufacturers don’t promote the reality that the device user’s conversation partners may read the display screens as the words appear so that they can respond quickly and keep the conversation going."

Among manufacturers, he adds, “this is a major design irony; their devices are developed to accommodate an individual user model and don’t provide for the possibility – in fact, the likelihood – that the user’s conversation partner will become a user of the device as well.

“When we zeroed in on the problems that can arise in an interaction involving an utterance-based communication device we learned that those problems were not exclusively associated with the device user. These issues also involve the attentional limitations and expectancies of the partner who is engaged with the user of the device, the quality and appropriateness of the synthetic speech as it’s being produced and the availability of other modes of representing information.”
Face2Face: Keeping Conversation Participants in Time

The bulk of Dr. Higginbotham’s current AAC-RERC research serves two purposes: keeping conversation participants “in time” and providing information and appropriate vocabulary to conversation participants on a just-in-time basis.

With funding from the National Institute on Disability and Rehabilitation Research, Dr. Higginbotham’s AAC-RERC Face2Face project (http://aac-rerc.psu.edu/index.php/projects/show/id/8) helps keep AAC users and their conversation partners “in time” via a focus on designing prototype technologies that have the potential to support face-to-face AAC social interaction. Face2Face experiments with prototype devices designed specifically for composing text or generating message content. Although most microcomputer-based AAC technologies, he says, are designed for composing text or generating message content, Face2Face explores tools that support real-time face-to-face interaction.

Several years ago electronic paper (http://thefutureofthings.com/articles/1000/the-future-of-electronic-paper.html) was incorporated into the design of Amazon’s Kindle e-Reader. The Kindle, Dr. Higginbotham explains, was one the first technologies in a new generation of lightweight electronic information appliances that appear to have AAC application potential when utilized in a face2Face format. “The device is light, easy to read, has a long battery life, provides speech output and the content is customizable.”

His Face2Face team detected the early promise of the Kindle “and believed we could work with the Kindle in an AAC format. We were wrong. The first generation Kindles did not allow any modification and within about a year of e-paper’s incorporation into the Kindle, Apple produced the iPad, a revolutionary technology that swallowed e-paper – and just about every other related technology.”

Less Oversight for Proliferating Non-dedicated Technologies

While e-paper may have flopped as an AAC application, Dr. Higginbotham says, the advent of the iPad has provided a slew of small, lightweight and portable technologies, including accessible software. “For our purposes of experimentation and prototype development, these technologies are less expensive
and have some potential for being more socially inclusive, [in that] multiple users can become engaged."

However, he continues, “the current software is limited mainly to imitating tasks performed by dedicated devices. We’re beginning to see hints of breakthroughs but I’m not really convinced that as of January 2012 there is a single technology that stands out as a template for the socially inclusive technology of the future."

In the meantime, he cautions, manufacturers of dedicated devices will continue to be pressed by the utility of more versatile and affordable devices. “There’s no doubt that more people are acquiring non-dedicated devices. Unfortunately, there is probably less oversight and support for the individuals and families using them.”

Dr. Higginbotham fears that standard non-dedicated software “may be assigned to all students in a classroom whether or not some of the users can physically access the technology or understand the information displayed. Recommendations urging the use of non-dedicated [devices] may be emanating from individuals who may or may not be qualified to provide assistance to students who are unable to access the technology. For this reason many users are seeking help.”

He cites the iPad as an example. “Schools are urging adoption of the iPad as a classroom tool, but Apple did not design the first generations of iPad to be accessible for individuals with severe physical disabilities. The most recent version is improved but is not on a par with the capabilities of current dedicated technologies, or even with the softwares that work with microcomputers. We may see a change in that situation because it is primarily a software development issue. And there also may be challenges emerging from other mobile computing markets. However, it is very early still in the tablet design and application process and there is more research that needs to be conducted.”
Enter inTra

Consistent with Dr. Higginbotham’s conviction that socially inclusive interaction requires the participation of at least two individuals and the coordination of expression between them in time, the Face2Face inTra project has developed a front-facing display and a technology that couples the transcribed utterances of the communications partner with the utterance spoken by the AAC user. The inTra corporate sponsor and partner is Ultratec (http://www.ultratec.com/), a manufacturer of technology for individuals with hearing impairments.

According to Cre Engelke, a UCLA doctoral candidate who is Dr. Higginbotham’s inTra co-researcher, inTra’s objective “is to learn how a real-time transcript of partners’ talk can help facilitate interactions involving an augmented communicator.

“We’ve explored several ways of using the real-time captions including as a supplement to conversation partners’ speech so that individuals with low hearing or those who prefer text to spoken interaction can have an alternative interactional resource. We have also examined the feasibility of using partner speech to prime a word prediction engine so that fringe vocabulary will be predicted with fewer keystrokes.

“Now we are evaluating the effectiveness of using captions to create a transcript of the conversation so that an AAC user can insert his/her utterance or comment in the relevant position to maintain the intended context. We are trying to determine if by showing conversational partners a short transcript of what was said before the AAC user started typing as well as what the AAC user types, we can reduce conversational breakdowns and improve flow.”

InTra as a Classroom

Mr. Engelke views inTra in the context of a classroom. “In school an augmented communicator may be given some of the questions in advance but may not be able to communicate fast enough to interject a novel utterance into the ongoing conversation such as would be required to disagree with another student’s answer. By freezing the last few sentences said before the augmented communicator began typing, inTra would allow
him/her to produce a complete utterance without fear of other conversation participants losing track of what they were responding to. Our hope is that this will reduce pressure on AAC users and aid their conversation partners in understanding user utterances, even when the AAC utterance is completed several minutes after a preceding utterance, which it was meant to address."

Basically, Dr. Higginbotham adds, “an individual with an identifiable hearing impairment can obtain either a dedicated device or piece of software for his/her PC or for an iPhone in which the user can talk to another person through the phone. When the callee talks back to the caller, the operator listens to one-way communication by the partner who is talking over the phone and revoices what that person says into a speech recognition system, which in turn, produces an accurate transcribed version of that communication. The transcription then appears on the display screen for the hearing impaired person to read.”

Adults who have acquired hearing impairments “can benefit greatly from this technology as can many other individuals including children with hearing impairments.” Under the terms of federal government contracts, major communication providers fund these services.

The significance of the inTra process, Dr. Higginbotham notes, “is that sometimes, given that a person types out an utterance at 6-10 words per minute, there are other verbal exchanges that occur in the normal course of a conversation during that typing period. Such exchanges may only be a minute or two, but nevertheless the user’s partner is at risk of forgetting what was being talked about, or the partner may begin to engage in another conversation if there’s another person present, and the conversation shifts, making the previous conversation no longer relevant. At that point it’s often too difficult for the conversation partners to go back and integrate the utterance produced by the device.”

In preliminary studies, Dr. Higginbotham says," we have found that conversation problems begin to disappear when this display technology is introduced. We’ve been arranging situations which encourage topic shifts in multi-party conversation. We’re finding that the augmentative communicator is not being asked to rephrase, that the partner has not dropped the conversation thread or acknowledged that the text generated by the augmentative communicator is irrelevant. In fact, the text is very easily integrated into a conversation with the appropriate context.
“This represents a leap forward, but a number of challenges remain. There are policy issues that require resolution, including the tool’s cost effectiveness for individuals with augmentative needs. We need to demonstrate the efficacy of the technology before we can move forward. I’m confident that these issues will be resolved.”

**WebCrawler is Just-In-Time**

To meet the need by AAC users for just-in-time information and appropriate vocabulary, Dr. Higginbotham and the AC-RERC initiated WebCrawler ([http://aac-rerc.psu.edu/index.php/projects/show/id/11](http://aac-rerc.psu.edu/index.php/projects/show/id/11)). An Internet and Intranet natural language processor, WebCrawler addresses a salient issue that has bedeviled AAC designers and users: AAC message content has been limited to preprogrammed vocabulary or to spontaneous constructions. WebCrawler, says Dr. Higginbotham, enables individuals to program their systems in real time, providing the right information to users when that information is needed.

Some aspects of what is now WebCrawler originated over a decade ago, Dr. Higginbotham recalls. “We were attending a conference and a friend and I were discussing research issues with a group of augmentative communicators. One of the attendees asked, ‘Why can’t I talk about politics? Why can’t I talk about baseball scores and how my favorite team did yesterday?’ That started us thinking about the technology that could make that happen.”

With Webcrawler, he remarks, “our goal was to make use of the environment, in this case the Internet, to provide vocabulary to individuals as needed. It’s impossible to provide all the vocabulary an individual needs in a single self-contained device. For example, an attorney requires a different vocabulary than a school teacher. A student taking a current events class needs a different vocabulary from that required by a student writing a paper on an author of classical fiction.

“We all have different vocabulary needs. Whether we populate our devices with 400 or 40,000 words, we’re not going to have all the words we need nor will those words be made available to us.”
A case in point, he points out, occurred several years ago when Harry Potter novels and movies were popular. “Kids wanted to talk about Harry and Dumbledore and the other Harry Potter characters. Did anyone build an augmentative communication device that contained the vocabulary to accommodate that demand? Nobody built such a device. A conversational opportunity was lost.”

In a classroom environment, he points out, “it’s extremely difficult to supply students with the relevant vocabulary for their studies, because doing so requires a speech-language pathologist or a teacher or teacher’s aide to keep the expected vocabulary and connective terminology current. It’s not an easy task to perform and devices aren’t configured to make that activity any easier. If a teacher’s aide, for example, must simultaneously manage a couple of kids the task becomes impossible.”

**Timing Remains an Issue, albeit Less of One**

A perennial issue with AAC vocabulary retrieval devices, timing is less of an issue with WebCrawler, Dr. Higginbotham says. While retrieval is not yet immediate, he notes, it can now be achieved in about 30 seconds. “Retrieval takes as little time as the user wants, but the more time that’s taken the more information can be downloaded into the WebCrawler system.”

To keep a just-in-time information flow, he advocates “background downloading wherein the system evaluates the user’s typing and makes continuous content-based judgments while retrieval is ongoing.”

As a way to help students keep current with their information base, his WebCrawler team is now exploring information retrieval in several scenarios, including the following: “Let’s say a student is studying politics, which changes rapidly. The student can program the device to refresh its vocabulary on a periodic basis.” In addition, he says, students can visit a teacher’s website daily to review which new information items are needed for their systems.

**Transferring the Technology**

Dr. Higginbotham says, “we’ve developed a technology in partnership with two DynaVox engineers, director Greg Lesher and Bryan Moulton – to whom we transferred the technology this fall – which was based on a word prediction system that searches for key words on the Internet and transfers the pages to the text on which those words are found.”
For example, a Google search will pull down those pages and will check for content and formatting, extract the vocabulary and then recompile it with a word predictor. This process provides appropriate fringe vocabulary content to a student or an adult who is speaking or writing on a particular topic."

In addition, he says, “if a teacher puts his/her syllabus or work sheet on the web to be downloaded and used by a student, our technology will read that material and incorporate it into the communication device for use by the student."

“We developed a prototype with DynaVox that’s not yet commercially available but which provides users with the opportunity to gain an unlimited configuration of vocabulary." This feature, he says, “enables users to talk about science, for example, and history, social studies, current events and to use the vocabulary appropriate to conduct their social interactions and fulfill their academic obligations regarding their selected topic.”

The Future: Internet Connectivity; GPS in the Wings

Dr. Higginbotham predicts that Internet connectivity will become ever more ubiquitous in the near future. As designers, he says, “we’re parasitic on the technologies that are generally available. We capture those technologies and then spin them in various ways depending on our objective. We didn’t invent dynamic display screens or speech synthesis, for example. We have depended on the marketplace to provide the base technologies which are then reconfigured.

“We’ll see the proliferation of more ways to access technology. Our communication technologies may be more integrated into the tasks we perform. The big challenge is to make these innovations available for use by individuals who otherwise would be unable to participate with those technologies.”

GPS, he predicts, is a ubiquitous technology with real AAC potential. “We are beginning to see the use of geo positioning – using a GPS system to help tailor a conversation scenario so that, for example, if the user is nearing a Starbucks he/she would have access to coffee-related vocabulary.”
When GPS-enhanced devices will become widely available, however, is uncertain. Most of the AAC-RERC prototypes, he explains, are eventually turned over to manufacturers who initiate the next phase in a device’s evolution. “What happens next in terms of the final form a prototype will assume and how it is used is up to the company.”

Sometimes, he continues, “a manufacturer will use pieces of a product innovation acquired from the designer and scatter those pieces throughout the company’s system.” For instance, he continues, “earlier work I’ve performed on utterance-based communication devices can be found in DynaVox products. Often we encourage the manufacturer to pull a prototype apart and use the individual parts. Whether that occurs is the prerogative of the company because the company has its own agenda regarding the usefulness of an innovation that sometimes diverges from our designer perspective.” How the device is utilized by a manufacturer and how the innovator’s recommendations are regarded depends on the existing relationship between the developer and the manufacturer, Dr. Higginbotham emphasizes.

WebCrawler’s future, however, hinges on the ability of the U.S. to resolve infrastructure issues surrounding wireless access. “WebCrawler is dependent on stable wireless access. If there’s no connectivity – 3G or otherwise – then the WebCrawler concept won’t work. I’m confident, however, that those issues will be resolved sooner rather than later. And when they are resolved there will be a burst of new AAC technologies that many of us have barely imagined.”

Nevertheless, his vision is tempered by the reality of recent history. “Two years ago Kindle had debuted and I ordered two brand new e-paper display devices that were just about to make their appearance in the marketplace. One entered the marketplace months late and the other didn’t make it at all. The iPad had already disrupted the new paradigm and knocked the marketplace askew. Many technologies then in development were made irrelevant almost overnight.”

As a result, he concedes, “I am very cautious about suggesting what is likely or unlikely to appear. It’s fun to speculate but I’m of the opinion that to be ahead of the curve, designers first need to be very attuned to what is happening right now. In this era, that’s enough of a challenge for us all.”